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Abstract 
The problem that occurs in hospitals regarding the processing of drug supplies is about the 

condition of out of stock medicines because hospitals spend around 33% of the total investment in 

one year only for the investment costs of drugs. To deal with the above problems the hospital must 

have good logistics management, one way of managing it is by doing good planning. In this 

research, the writer will use ABC Analysis and Support Vector Regression (SVR) algorithm. For 
the use of these methods, the following ABC Analysis will be used for the drug classification 

process, namely by dividing the torch into three main groups based on interests, namely groups A, 

B and C. Henceforth, the writer will use the SVR motedo to calculate drug predictions. The results 
that the authors get from this study are ABC analyys classify drugs. Into three groups namely 

group A with a total of 276 items with a percentage of 22.96% of the total number of items, group 

B with a total of 396 items with a percentage of 33.11% and C with a total of 528 with a 
percentage of 43.94% with a total of 1202 drug items. Prediction testing is done by taking a sample 

of five drugs derived from group classification. The SVR calculation process is done by comparing 

linear scaling and z normalization preprocessing methods. The result of this research is that MAPE 

shows that preprocessing with linear scaling produces a better value than compared to z 
nomrlization and calculation with ABC analysis.. 

 

Keywords — SVR, classification, prediction, ABC Analyst. 

 
 

1. INTRODUCTION 

 

Medicine is an irreplaceable component in a health service, whether in a hospital, clinic or 
other health service. Medicines are used to influence or investigate physiological systems or 

pathological conditions in the process of determining diagnosis, prevention, healing, recovery and 

health improvement (Kemenkes RI, 2006). One of the determinants of drug access is the 
availability of drugs in health care facilities. 

Drug management is one indicator of the quality of pharmaceutical services. According to 

Quick et al (2012), the drug management system consists of selection, contribution, procurement 
and use of drugs. Good drug management must have a system that ensures drug availability in each 

health service unit. Drug management can be influenced by personnel / human resources, facilities, 

equipment, costs / prices, administration and information systems. The availability of drugs in fast 

amounts and types will not only increase access to drugs but will also affect public perceptions 
about the quality of health services they receive (Bruno et al., 2015). 

The average total expenditure (investment) spent by hospitals for managing drug supplies is 

around 33% of the total expenditure (investment) overall (Kumar & Chakravarty, 2015). Seeing 
that this figure is quite a large number, management is needed. a good supply of drugs because in 

the end it will affect hospital income (Uthayakumar & Priyan, 2013). A pharmacy installation in a 

hospital must manage up to thousands of drugs and almost every day there are transactions with 

various types of drugs and the amount varies widely ( Laili & Renny, 2011). The problem that 
arises in the process of managing drug supplies is that there may be an empty drug stock or stock 

out, which is a condition where the amount of drug demand is not proportional to the supply in the  
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hospital. This condition occurs because of an error. in the planning of supplies between medicinal 

items (Shiau & Sheng, 2012). 
A review conducted from research conducted by Silviana Agstami in 2014 found that the 

classification using ABC Analysis provides more accurate information and is able to show the 

proposed costs consumed in the production process compared to traditional motedo in the case of 

drug classification. In addition, research conducted by Rathanaksambath Ly and Marrokot 
Raweewan in a study entitled Flexible ABC Inventory Classification obtained results that by 

classifying based on sales in a certain period, it can produce a classification that maximizes profits 

under conditions of having limited inventory and limited warehouse space. 
One of the previous studies used as a reference in this research is research on the diagnosis 

of breast cancer patients using the binary logistic regression method and Support Vector 

Regression (SVR). The variables used in the study consisted of the response variable (Y) which 
was breast cancer patients, and the predictor variable (X) consisted of Intermediate Findings, 

BIRADS category, Suspicious for Malignancy, Age, and Abnormal Position. With the use of these 

two methods, the results obtained that the Support Vector Regression (SVR) method will produce 

an accuracy of 94.34% greater accuracy than the binary logistic regression method which produces 
an accuracy of 88.72% so it can be concluded that the best performance accuracy is using the SVM 

method. (Novianti & Purnami, 2012). 

Suwardika (2016) conducted research on the grouping and classification of contraceptive use 
in Indonesia using three methods, namely binary logistic regression, SVM, and Classification and 

Regression Tree (CART). The data used are secondary data with 1 response variable and 9 

predictor variables. The response variable is a binary variable with 2 categories, namely "0" not 
using and category "1" using. Meanwhile, 9 predictor variables consist of wife's age, wife's 

education, husband's education, number of children, wife's religion, formal employment status, 

husband's fertility level, life index standards, and knowledge of family planning acceptors. The 

results obtained using 3 analytical methods are that classification using the SVM method is better 
than the other two methods. 

Examination of drugs for safe stock in the following month that occurs in the “MORBIS” 

application is by the end of each month the pharmacy officer calculates the sales of drugs manually 
using excel. The calculation is done by the officer looking for the monthly average sales of each 

drug per day and then multiplying it by 30 (the number of days in 1 month). This figure is the basis 

for submitting the number of drugs needed by the hospital for the next month. Based on this 

method, it often happens that the estimation or forecasting of the number of drugs submitted often 
experiences errors and suddenly requests for drug purchases occur. This problem has an impact on 

the monthly hospital budget plan. 

To avoid this, a good supply of medicine is needed. One way that can be done is by doing 
the prediction method (Fruhhiero, Lannone, Martino, Mirada & Riemma, 2012). where the method 

is expected to have the ability to predict future needs (Makridakis, 1986). Before carrying out the 

forecasting process, the author uses the ABC Analysis method which is used to help classify items 
based on the level of importance divided into groups A, B and C. ABC Analysis calculation is 

based on the level of investment expenditure in one year. This method refers to the Pareto concept 

(Acholz-Reiter, Heger, Meinecke & Bergmann, 2012). This study will discuss the process of drug 

classification using ABC Analysis, then proceed with drug prediction using the Support Vector 
Regression (SVR) method. This method is expected to solve the problems that occur in the 

hospital. 

The author has the ABC Analysis method because this method is able to control the 
inventory of goods by paying attention to the group of goods according to the level of interest of 

each group of goods, in this method the goods are classified into classes A, B and C based on sales 

value. So that the company can see the level of importance of these goods. 
  

 

2. RESEARCH METHODS 

  
2.1. Data Collection 

 

The data collection method that we do is by collecting primary data, that is, we take data 
directly from the first data source, namely from the application used to carry out operational 

activities in the hospital. The data that the authors get is data that is exported directly from the  
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database in the form of .dmp data. The following is a picture of the data retrieval process that the 

author did: 
 

 
Figure 1 Flow of Data Retrieval Process  

  

2.2. Data Analysis 
 

The analysis method used in this research is quantitative analysis. In the drug classification 

process that is carried out, it contains the output of drug classification by dividing the drug into 

groups A, B and C. The next process is to carry out the optimization process of drug prediction 
using the SVR method by adding a process to the preproseccing data. The following is the flow of 

the analysis carried out: 

 
a. Analysis on the classification process can be described in the following flow 

 
Figure 2 Classification Process with ABC Analysis 

   
From the picture above, an explanation can be taken that the drug classification process 

is based on a recap of drug data and drug prices. Both variables are used to find the 

investment value per drug. The data are sorted from the highest level to the lowest level 
based on the investment value and calculate the cumulative investment value and the 

cumulative presentation. The final stage is the classification process and obtaining the results 

of dividing the drugs into groups A, B and C. 

 
b. Data Processing Methods for Prediction 

 

 
Figure 3 Data Processing Methods for prediction 
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2.3. Research Flow 

 
The research flow to be carried out is as follows: 

1. Identification of problems, in the process of identifying problems in the selection and 

formulation of problems and identification of operational definitions of the problems at 

hand. 
2. Literature review, line how to find data sources, data examples, determining research 

objects and the type of dataset used. 

3. Determination of algorithms / methods, selection of algorithms that are relevant or 
related to research at this stage. There is also a determination of algorithm variations, 

and also the parameters that will be used in the algorithm. 

4. Data collection, when lagorithms have been obtained, then how to collect data both 
from the type of dataset, the number of datasets and the required dataset variations. 

5. Data processing, in data processing there are several detailed steps taken, namely: 

Performing queries, preprocessing with liner scaling and normalization. 

6. The forecasting process, the forecasting process using the SVR method is carried out to 
predict drugs and obtain optimal results by comparing preprocessing normalization and 

linear scaling. 

7. The process of drawing conclusions and evaluations, in the conclusion presenting the 
results of the research that has been done and how the evaluation should be carried out. 
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Figure 4 Flow of research process 

 

 

3. RESULTS AND DISCUSSION 
 

3.1 Anlisisys ABC Classification 

 
The results of the classification process carried out by the author using the ABC 

analysis method is to divide into three groups, namely A, B and C. The results that the 

authors get are in accordance with the data in table 1: 
 

Table 1.  ABC Classification results 

Kategori Jumlah 

Item 

Presentase 

Jumlah Item 

Total Investasi 

(dalam Rp) 

Presentase Total 

Investasi 

A 276 22,96% 4.813.997.261 79,943% 

B 389 33,11% 905.950.285 15,045% 

C 528 43,93% 301.849.247 5,013% 

Jumlah 1202 100% 6.021.796.793 100% 
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3.1.1. Forecasting Process Uses Classification Result Data 

 
The process of forecasting carried out by the author is to use a sample data of 5 drugs with 

the highest investment, namely drugs that are classified as A, the prediction test is carried out by 

the fold crossover method. The parameters used are C = 1, C = 10 and C = 100 and ε = 0.1. 

 
Table 2. Test results for 5 drug items 

Medicine Name 
MAPE (in %) 

C=1 C=10 C=100 

CEFAT CAP 500MG 45,37 43,75 42,69 

CEFILA 100MG CAP 

@30S 
34,26 32,93 33,15 

CLOPIDOGREL TAB 

75MG@30 
52,90 51,13 50,66 

GOOD LIFE GCM 

FORTE @30S 
34,75 34,39 34,61 

SEROLIN 30 MG 2X21 

TAB 
40,38 39,72 39,49 

 
From the tests conducted by the authors, the MAPE of each drug is quite high, namely an 

average of above 20% 

 
3.1.2. The Forecasting Process Uses Preprocessing Linear Scaling 

 

The forecast process uses linear preprocessing using one example of drug data, namely 

CEFAT CAP 500MG, the drug shows that the pattern of demand data can be seen in table 3 below: 
 

             Table 3 Statistical description of CEFAT CAP 500MG 

MIn Max Score 

208 490.2 759 

 

The experiment conducted by the author is to use the K-Fold crossover with a value of K = 5 

so that dividing it into 5 equal blocks has the same data length. 
 

Table 4 Test Results (Normalization Data) 

TEST TO MAPE (%)   

 C= 1 dan  

= 0.1 

C= 10 dan  

= 0.1 

C= 100 dan 

 = 0.1 

1 15,86 15,77 16,33 

2 16,89 14,7 14,08 

3 20,0 16,75 16,61 

4 28,68 22,62 22,88 

5 17,72 17,73 18,03 

Average 19,83 17,51 17,59 

 

In accordance with the test results in table 4, the lowest MAPE is 18.09 with C = 10 and  = 

0.1. These results are more optimal than the SVR forecast without data preprocessing. 

 

3.1.3. Data Normalization Testing Process 
 

The forecast process uses linear preprocessing using one example of drug data, namely 

CEFAT CAP 500MG, the drug shows that the pattern of demand data can be seen in table 3 below. 
 

Table 5 Statistical description of CEFAT CAP 500MG 

MIn Max Median Mean 3rd Qu Max 

208 490.2 759 584.7 684 951 

 
The experiment conducted by the author is to use the K-Fold crossover with a value of K = 5 

so that dividing it into 5 equal blocks has the same data length. 
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Table 6 Test Results (Linear scaling data) 

TEST TO MAPE (%)   

 C= 1 dan  

= 0.1 

C= 10 dan  

= 0.1 

C= 100 dan 

 = 0.1 

1 15,86 15,69 15,65 

2 15,56 15,75 15,66 

3 19,22 18,68 18,63 

4 26,64 25,89 26,75 

5 17,42 17,43 17,44 

Average 18,09 18,69 18,83 

 

In accordance with the test results in table 5, the lowest MAPE is 18.09 with C = 10 and  = 

17,51%. These results are more optimal than the SVR forecast with ABC classification and 

normalization data. 
 

3.2 Comparison Chart 

 
Based on research with the case studies that the author describes, a calculation comparison 

chart is produced which is shown in the following graph: 

 

 
Figure 5 Comparison Result Graph 

 
 

4. CONCLUSION 

  
The results of the research for the optimization of drug sales forecasting using SVR is by 

using the data preprocessing process with linear scaling to get more optimal results, namely with 

MAPE 17.51%, the lift is less than using preprocessing data with normalization, namely getting the 
MAPE value 18, 09% and using the ABC analysis classification with a MAPE value of 33.15%. 

 

 

5. SUGGESTED 
 

In further research, it is necessary to modify the kernel used, in this study the researchers 

used the RBF kernek and got the results that to optimize or maximize forecasts using SVR was to 
add preprocessing data, namely by using linear scaling. For the classification that the author uses is 

the ABC analysis method for further research, it can use a different classification to perform 

forecast optimization experiments using the SVR method. 
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